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Abstract

This paper describes KB Video Retrieval's participation in the TREC Video Retrieval  

Evaluation for 2010.  This year we submitted results for the Semantic Indexing, Known-item  

Search, Instance Search, and Event Detection in Internet Multimedia tasks.  Our goal this  

year was to evaluate ranking strategies and expand our knowledge based approach to a  

variety of data sets and tasks. 

1. Introduction

This paper describes KB Video Retrieval's participation in the TREC Video Retrieval 

Evaluation for 2010 (1).  The KBVR system for 2010 maintains its foundation in knowledge 

based search through query expansion techniques (8).  We expand that approach this year 

by evaluating ranking strategies in both supervised and unsupervised settings.  Our 

participation included the Semantic Indexing and Know-item Search tasks, where we 

submitted four runs for each task.  We also participated in the pilot tasks Instance Search and 

Event Detection in Internet Multimedia, where we submitted four runs and one run.  Our 

overall retrieval system and task submissions are described in the next section.  



2. KB Video Retrieval System

Our KB Video Retrieval System was constructed with over 400 semantic classifiers based on 

the LSCOM concept list (9).  These classifiers were trained using both positive and negative 

training data from an internet archive of image and video data (3,4,6).  

A visual feature vector was constructed using low-level features which included edge, color, 

texture, and local keypoint.  The visual feature vectors were then clustered to create sub-

semantic topics within each concept.  A final visual ranking function for each concept was 

then constructed using a boosting algorithm to learn the contribution for each sub-semantic 

ranker (7).  In the internet multimedia task, we model an event by creating an event feature 

vector which consists of up to 10 concatenated shot feature vectors. 

We also constructed an ontology of concepts and their relationships using a meta-data extract 

from Wikipedia (5).  Relationships between concepts were identified by both reference links 

and category membership.   

Our test data approach in each task was fundamentally the same.  A set of key frames was 

extracted from each potential shot or video clip.  We then extracted our low-level edge, color, 

texture, and local keypoint features to create a visual feature vector.  Each key frame was 

then tagged by our semantic models with a ranking score.  For each task where speech text 

or meta data is provided and allowed, we tagged the key frames with our semantic topics and 

their relationships.  The query topics from each task followed a similar process of visual 

concept tagging and text semantic tagging.  The system produces a final ranking using a 

similarity comparison of the combined concept vectors.



2.1 Semantic Indexing (SIN)

We submitted four runs in the Semantic Indexing task at TREC Video Retrieval Evaluation for 

2010.  Our submitted runs are listed below:

 Semantic Indexing (SIN)

• KBVR_1_SIN2010 – This is a run using a feature vector of 5 related concepts.

• KBVR_2_SIN2010 – This is a run using a feature vector of 10 related concepts.

• KBVR_3_SIN2010 – This is a run using a feature vector of 25 related concepts.

• KBVR_4_SIN2010 – This is a run using a feature vector of 50 related concepts.

2.2 Known-item Search (KIS)

We submitted four runs in the Known-item Search task at TREC Video Retrieval Evaluation 

for 2010.  Our submitted runs are listed below:

Known-item Search (KIS)

• KBVR_1_KIS2010 – This is a run using a feature vector of 3 related concepts.

• KBVR_2_KIS2010 – This is a run using a feature vector of 5 related concepts. 

• KBVR_3_KIS2010 – This is a run using a feature vector of 10 related concepts.

• KBVR_4_KIS2010 – This is a run using a feature vector of 15 related concepts.

2.3 Instance Search (INS)

We submitted four runs in the Instance Search pilot task at TREC Video Retrieval Evaluation 

for 2010.  Our submitted runs are listed below:

Instance Search (INS)

• KBVR_INS_1 – This is a run using a feature vector of 1 concept.



• KBVR_INS_2 – This is a run using a feature vector of 10 related concepts.

• KBVR_INS_3 – This is a run using a feature vector of 15 related concepts.

• KBVR_INS_4 – This is a run using a feature vector of 5 related concepts.

2.4 Event Detection in Internet Multimedia (MED)

We submitted one run, which included each of the three events,  in the Event Detection in 

Internet Multimedia pilot task for TREC Video Retrieval Evaluation for 2010.  Our submitted 

runs are listed below:

Event Detection in Internet Multimedia (MED)

• KBVR_2010_MED_EVAL_p-baseline_1 – This run includes the three internet events.

3. Conclusions

The KBVR system for 2010 was expanded from previous years to perform in four different 

tasks.  Our system remains focused on a knowledge based approach, where we incorporate 

both specific and generic knowledge to expand our queries and enhance our understanding 

of the relationships between semantic concepts.  This years system began to look at ways in 

which to successful combine rankings from a variety of feature based rankers.  In the future, 

we will plan to continue our work on the learning to rank problem in video search . 
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